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Abstract—Distributed safety-critical systems require both time-
predictable task execution and communication. On the processor,
the execution of the tasks is dictated by a scheduling policy, while
on the network, different industrial communication protocols
can be deployed to guarantee bounded message latency. In this
paper, we investigate the synchronization of the task execution
with the underlying communication schedule, and we propose
an open-source software framework. We implement a cyclic
executive task scheduling policy on a time-predictable platform
and synchronize the task execution with the underlying TTEth-
ernet communication schedule. We evaluate our framework by
developing a simple one-sensor, one-actuator industrial control
example, distributed over three nodes. The presented real-time
system can exchange messages with minimal jitter, and the
distributed tasks synchronize to a precision of ~ 1.6us.

Index Terms—Time-triggered communication, network syn-
chronized task execution, clock synchronization, WCET analysis,
cyclic executive.

I. INTRODUCTION

Communication and task execution in distributed cyber-
physical systems are both parts of the critical end-to-end
latency of an application, as computation results contained in
transmitted frames often contain data that need to be consumed
by an actuator at a precise moment in time, in-order and without
missed data [1].

This work follows the time-triggered communication
paradigm and investigates the synchronization of the distributed
real-time task executions with the underlying communication
schedule using TTEthernet [2f]. TTEthernet deploys a cyclic
communication schedule called TTE network schedule that is
built offline and defines the exact transmission and reception
points in time. At runtime, end-systems use a fault-tolerant,
network-wide, time-synchronization protocol [3] that allows
for sub-microsecond precision.

Synchronized distributed task execution not only increases
the application’s level of determinism, but it also allows for
precise end-to-end latency calculation, reduced jitter and end-
system buffer requirements [4]. System properties such as
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buffer usage can be statically estimated and decreased as the
exact transmission/reception points in times are known during
the development phase.

In this work, we develop and present a complete imple-
mentation of a worst-case execution time (WCET) analyzable
open-source framework that achieves high precision task
synchronization with short end-to-end communication latency,
minimal jitter and buffer usage.

II. TASK MODEL

We define each task 7; by the tuple (T3, C;, D;, O;, J;),
where T; is the period, C; is the WCET, D; is the deadline,
O; is a relative offset, and J; is the allowed maximum jitter of
each task. We only consider tasks with harmonic periods. The
hyper-period of the schedule is the least-common multiplier
of the periods of the considered tasks: lem{Ty, T5...T,}. Let
Si »n be the release time of task ¢ at its n-th instance within
a hyper period, then we constraint S; ,, to T3, D; and O; as

shown in Eq. [Ta] [Ic] & [Ib]

Sim — Sim—1 <T; £ J; Ji <T;  (la)
Sin>nxTi+0; 0; <T; (1b)
Sin +Ci <nxT;+D;+J; Dy, J; <T; (lc)

Subsequently, we test the activation time of each task S; ,, to
never coincide within the execution instance of an on-going
task S; within a hyper-period of the schedule using Eq. [2}
We define ¢ as a constant offset between release times, which
allows us to account for the WCET of the runtime system and
any other possible delays: ¢ = WCET yntime-

(Sin =28Sjk+Cj+9) V (Sin+Ci+0<S;k) (2

Where n,k are instances of the tasks ¢,j respectively in
the range of a hyper-period, Vi # j. Setting D, and O; to
predefined points in time (PIT), such as the transmission or
the reception window of the TTE network schedule allows to
setting precedence constraints.
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Fig. 1: Task release point in time relationship to scheduled
transmission-window.

III. DESIGN AND IMPLEMENTATION

Off-the-shelf TTEthernet applications use transmission and
reception mechanisms implemented by proprietary network-
interface cards and drivers. In contrast, we design a bare-
metal cyclic executive runtime systerrﬂ that synchronizes
to the underlying time-triggered communication schedule.
We implement the design on the time-predictable processor
Patmos [5].

A. Communication

The transmission and reception, of critical traffic frames,
is handled by periodic designated tasks, scheduled at each
transmit/receive PIT according to the TTE network schedule.
Transmitted frames must arrive within the receive acceptance
window of the connected switch, and in the correct virtual
link; otherwise, the frame is dropped. Similarly, scheduled
reception tasks are listening for a predefined reception-window
time duration, as illustrated in Figure E}

B. Synchronization

The runtime system synchronizes to the network time by
scheduling a periodic task that handles incoming protocol
control frames. The task uses the permanence function [2]
to calculate the relative clock offset that is then accessible
through a function call that returns the synchronized time after
applying a PI filter. The synchronized time is used by the cyclic
executive scheduler to query the release time of each task. It is
worth noting that the synchronization task is also responsible
for updating the upcoming release times of each task.

C. Offline Scheduling

The synthesis of the task schedule is based on the commu-
nication schedule and resembles the process described by [6].
We develop a custom SMT offline scheduleﬂ based on the
task model described in Section |lI} We generate a cyclic task
schedule according to the task definitions derived by the control
requirements of the application (i.e. the sensor sampling rate,
the max. duty-cycle and period of the motor), the WCET
bounds and the transmission/reception PIT defined by the
TTE network schedule. E]We use the transmission/reception
PIT defined by the TTE network schedule as inputs to the
release times S; o of each related task. Computation tasks are
synchronized to any related communication tasks by mapping
the transmit/receive PIT of the TTE network schedule to their
O, and D; constraints during scheduling.

Unttps:// github.com/t-crest/patmos/ tree/master/ ¢/ apps/ ttecpstt
2https:// github.com/ egk696/ SimpleSMTSchedulerft
3The network schedule is generated using the TTTech development suite.
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Fig. 2: Experimental setup of the control application with tasks
distributed over a TTEthernet network.

IV. EVALUATION

To evaluate the presented framework, we develop a simple
distributed control application that reads the input from a
motion processing unit (MPU), determines its orientation and
controls the rotation of a motor using pulse-width modulation
(PWM) signal. The application is composed of three distributed
nodes: a sensor node, a control node, and an actuator node.

The sensor node interfaces with a motion processing unit
sensor MPU-9250 The sensor is sampled by reading alternating
measurements from either the IMU or the gyroscope at
a sampling frequency of 200 Hz. The node transmits the
measurements to the control node. The sampling rates of the
sensors are empirically chosen.

The control node is responsible for converting the received
values from the sensor node to a duty-cycle that is sent to the
actuator node. It calculates the angle of the MPU sensor on the
X-axis by fusing the measurements of the accelerometer and
the gyroscope using a complementary filter [7] and converting
the attitude estimation to a valid duty-cycle range.

The actuator node receives new duty-cycles and drives
a servo motor using pulse-width modulation (PWM) signal
generated in software. The PWM signal must adhere to the
following characteristics; a duty cycle in the range of 1.5%—
10% and a period of 20 ms. This requirement does not only set
a constraint on the task execution but also on the end-to-end
latency, as the new command for the servo motor should arrive
before its next period.

A. System Setup

The application nodes are implemented in three FPGA
Terasic DE2-115 boards operating at 80 MHz and integrated
as synchronization clients (SC) in an existing TTEthernet
network topology, as shown in Figure 2] The network consists
of an industrial TTE Chronos Switch acting as compression
master (CM) and two Linux desktops equipped with TTEthernet
Ethernet cards that act as synchronization masters (SM).
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TABLE I: WCET of runtime system functions of the individual
nodes in clock cycles.

Function Node

Sensor  Control  Actuator
sort_ttetasks 6607 24123 13908
executive loop 12369 14200 11346
get tte aligned time 129

TABLE II: Generated task schedule of the evaluated system.
Asterisks indicate a constraint by the TTE network schedule.

Node Task Period (us) WCET (us) S;. 0 (us)  Utilization
5 TSSYNC 10000 67.175 0
] TSENSE(a/q) 5000 153.412 229.025 4.30%
% 7sspND 5000 28300 (¥) 771.700
— TCSYNC 10000 75.063 0
2  TcrECV 5000 271.062  (*) 1200.000
s 16.43%
S  7orRL 5000 485.05 1632.912
°  tcsenp 5000 28300  (¥) 3571.700
5 Tasvnc 10000 67.175 0
S  Tarecv 5000 271.062  (*) 4000.000 16.44%
S tpwm 20000 2070.937 5426.432

B. Generated schedule

We perform a static WCET analysis on the significant
functions of the runtime system and the tasks of the example
application using the tool platin [8]. Table[[| presents the WCET
bounds of the significant functions of the proposed runtime sys-
tem in clock cycles. Both the sorting function sort ttetasks()
and the runtime dispatcher executive loop() depend on the
number of tasks scheduled; thus, the WCET varies depending
on the task set. We use the static WCET bound of the runtime
dispatcher to set the scheduling constraint ¢ for each node’s
schedule. This bound includes the required 129 clock cycles
WCET to read the hardware clock and apply the PI filter.

Table [lI| presents the generated initial release times .S; g
of the evaluated application’s task set using the presented
offline scheduler. It is worth noting that the WCET of the
Tsy nc function varies depending on the number of upcoming
releases per task that it has to synchronize. We configure the
communication schedule to use max frame-size of 64 bytes.

C. Task synchronization and communication

To evaluate the task synchronization precision, we use
an I/O pulse generated by the synchronization tasks on
each node and measure the relative time offset. Preliminary
results show that the tasks are synchronized to a precision of
~1.6us. The system’s end-to-end latency can be defined as
the time difference between the sensor node readout and the
consumption of a new duty-cycle (7pw ) by the actuator
node: Lese = Spwarg — Ssensep- We calculate the end-
to-end latency as 5.4 ms, which is well within the deadline
constrain of the motor PWM.

D. Interoperability

Although the presented design was implemented on the
Patmos processor, the framework itself does not depend on

the underlying hardware architecture. It can be implemented
on any PRET-like platform [9]], that can guarantee statically
bounded WCET and provides an interface to the underlying
network. Moreover, the presented methodology and framework
do not depend on TTEthernet, and with few modifications to
the synchronization task, the runtime system could integrate
with other industrial Ethernet protocols such as time-sensitive
networks (TSN) [10].

V. CONCLUSION AND FUTURE WORK

The presented work investigated the concept of synchronizing
the task execution with the time-triggered communication
schedule and presented an open-source WCET analyzable
software framework. The design was evaluated using a simple
distributed control application that achieved low end-to-end
latency and precise task synchronization.

In the future we plan to extend our framework and evaluation
in the following ways: (a) perform a comparative analysis of
the proposed network synchronized task execution versus asyn-
chronous, (b) design a multicore extension of the framework
and (c) perform an extended scalability evaluation by creating
and distributing synthetic workloads (i.e. using ROSACE [[L1]).
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