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Abstract—Real-time systems need a time-predictable com-
puting platform. Computation, communication, and access to
shared resources needs to be time-predictable. We use time
division multiplexing to statically schedule all computation and
communication resources, such as access to main memory or
message passing over a network-on-chip. We use time-driven
communication over an asynchronous network-on-chip to enable
time division multiplexing even in a globally asynchronous,
locally synchronous multicore architecture. Using time division
multiplexing at all levels of the architecture yields in a time-
predictable multicore processor where we can statically analyze
the worst-case execution time of tasks.

I. INTRODUCTION

A real-time system needs to deliver a result in time, that
means it must deliver it before a given deadline. The deadline
is usually constrained by the environment with which the
system interacts. For example, a control loop operating at
a certain frequency, demands one computation per iteration.
Therefore, the deadline is the period of that control loop.

If the real-time system is part of a safety-critical system,
it needs to be certified. Part of the certification is to show
that all deadlines are met. As “testing shows the presence,
not the absence of bugs” (Dijkstra in [1]]), testing alone is
not a valid approach to certify that all deadlines are met in
a safety-critical system. Instead, formal methods are needed
to statically determine the worst-case execution time (WCET)
of tasks. To enable static WCET analysis the program needs
to be analyzable (e.g., all loops need to be bounded) and the
executing platform needs to be time-predictable [2].

This paper presents the timing organization of a time-
predictable multicore processor that enables static WCET
analysis. Figure[T|shows the T-CREST multicore processor [3]].
It consists of several processing cores connected to two
networks-on-chip (NoCs): (1) one core-to-core NoC [4] for
message passing between processing cores and (2) a memory
NoC [5], in a tree structure, to access a shared memory
controller and main memory.

This paper is organized in 6 sections: The following section
presents related work. Section provides background on
time-division multiplexing (TDM) and the use in the multicore
processor. Section explores time-driven communication
in a globally asynchronous, locally synchronous multicore
processor. Section |[V| shows how WCET can be bounded on
the multicore platform. Section [VI| concludes.
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Fig. 1. The T-CREST multicore architecture with several processor cores
connected to two NoCs: one for core-to-core message passing and one for
access to the shared, external memory

II. RELATED WORK

The Tilera processor TILE-Gx (now part of Mellanox
Technologies Ltd.) is available with 36 or 72 processor cores
(called tiles). Those cores are connected by the iMesh NoC
consisting of five mesh networks [6]]. The choice to have phys-
ically separate NoCs is intended to separate traffic to avoid
interference. With T-CREST we also split between memory
and core-to-core traffic to avoid interference. In contrast to
the Tilera processor our focus is in time predictability instead
of maximum bandwidth.

Epiphany is a high-performance energy-efficient multicore
processor [[/]. Epiphany is intended as an accelerator processor
for real-time embedded systems. The multicore processor
Epiphany is a distributed memory architecture. Each core
contains 32 KB of local memory that is mapped into a global
address space. The processors contain no caches. Accesses
to memory of a remote core is performed over a NoC. The
NoC is organized as a mesh and favors writes over reads, as
writes are posted writes where the processor does not need
to wait for the write to finish. Packets are single word long
and routing is performed in a single cycle per hop. A second
NoC is dedicated for read responses and a third NoC supports



off-chip traffic, e.g., external shared memory. In contrast to
Epiphany our multicore processor contains a NoC with explicit
support for message passing. Processor-local memories are
only accessible from the local processor.

Athereal [8] is a NoC that uses TDM where slots are
reserved to allow a block of data to pass through the NoC
router without waiting or blocking traffic. A credit-based flow
control is applied for end-to-end control. Guaranteed services
are combined with best effort routing to utilize unreserved
resources. aelite, a light version of Athereal, only offers
guaranteed services, resulting in a simpler router design [9].
In the latest version of aelite, called dAElite [10], the static
routing tables are in the routers to support multicast routing. In
contrast to the Athereal family of NoCs our NoC implements
TDM arbitration from end-to-end. IL.e., access to the scratchpad
memory (SPM) with a DMA controller is scheduled with the
NoC TDM schedule.

Paukovits and Kopetz use a time-triggered NoC for the time-
triggered system-on-chip (TTSoC) architecture [11], which
has been used in the GENESYS multiprocessor system-on-
a-chip [[12]]. The aim of GENESYS is to provide higher level
of abstractions by core services such as global time, NoC
based communication, configuration, and execution control.
The main difference to other NoC designs is the absolute time
format, which is not directly related to the clock frequency.
The macro tick is a power of two fraction of a second and the
basis for the TDM slotting. The idea behind this time format
is a good integration with off-chip versions of time-triggered
networks. In contrast to the TTSoC, our TDM schedule uses
a common time base established by mesonchronous clocking
of the network interfaces. Therefore, we can schedule com-
munication at clock cycle granularity, even without the need
of a global system clock.

III. TIME-DIVISION MULTIPLEXING

Access to shared resource, such as the shared NoC or
shared memory, needs arbitration. The result of this arbitration
influences the execution time. If this arbitration is dynamic,
different tasks can interfere. When using time for arbitration,
called time-division multiplexing (TDM), there is no interfer-
ence between tasks executing on different cores. Using time as
arbitration mechanism is known as TDM or as time-triggered
architecture [[13]]. The main benefit of time based arbitration
is that the arbitration decision is performed offline, which
results in a static schedule. This static schedule has two main
advantages: (1) it is time predictable, as the timing and the time
to wait for an access slot can be bounded and (2) the hardware
for enforcing the static schedule is simpler and scales better.
The later allows, under the assumption that all clients have a
common notion of time, to have distributed arbitration.

TDM arbitration is simple. Simple systems are good for
safety-critical systems as it is easier to analyze the WCET and
it is easier to show that the analysis is correct. TDM arbitration
results in a static schedule. No dynamic scheduling decisions
need to be done and in the case of multiple arbitration
points, such in a NoC, when those TDM arbitration points are

coordinated, no buffering and no credit based flow control is
needed. This considerably simplifies the hardware and reduces
the hardware resources.

In our implementation of the message passing NoC and
the memory NoC we use distributed arbitration. The decision
when a time slot is available and a request can be submitted
to the NoC is a local decision.

One known downside of TDM based arbitration is that this
scheme is not what is called “work conserving”. That means
when a client has no need to access the shared resource in its
slot, this slot is not used. This is considered by some a “waste
of resources”. However, implementing work conserving, but
still time-predictable arbitration, does not scale very well
and it does not help for tight WCET bounds. For example,
implementing a true round-robin arbiter for a memory arbiter
needs to look at all clients’ requests and perform the arbitration
decision in the same cycle as the request shall be issued. For
hard real-time systems, where WCET is of utmost importance,
there is no benefit in trying to use unused slots.

Furthermore, when the resources are plenty, as the band-
width in the NoC, having empty slots is not an issue. On a
highly congested resource, such as the single shared memory,
clients are usually memory bound and most of the time there
is an outstanding request for an upcoming access slot.

TDM is an overarching theme for the timing organization
in our architecture as we use it at several levels:

o At the message passing NoC

o In the network interface (NI) for the NoC
o At the memory NoC

o For DRAM refresh

IV. TIMING ORGANIZATION

Using TDM, the Argo NoC [4] provides virtual end-to-
end circuits supported with functionality that can transfer a
block of data from the local SPM in the source processor to
the local SPM in the target processor. This functionality can
be used to implement message passing or other higher level
communication primitives.

Argo uses source routing and wormhole switching and due
to the static TDM schedule packets never collide. As a result, a
router is a simple pipelined 5-ported crossbar that implements
the switching. Such a data-flow style circuit is easily and
efficiently implemented using asynchronous techniques [[14].

With the choice of source routing and wormhole switching
follows that the NIs alone are responsible for implementing
the TDM mechanism. This include storing and executing the
TDM schedule. Details about the NI can be found in [15].
Briefly, the source end of every virtual circuit is supported
by a DMA controller that is activated according to the TDM
schedule. As the payload of a packet is only a few words,
the transfer of larger blocks of data (i.e., messages) requires
a sequence of TDM schedule periods. As a result, traffic on
different virtual circuits originating from the same processor
core is transmitted in an interleaved fashion.

The combination of clockless asynchronous routers and
clocked NIs (and processor cores) result in an attractive and
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Fig. 2. A model of a virtual circuit connecting two processors. The
asynchronous ripple FIFO represents the path through the NoC that packets
sent across the virtual circuit follow.

efficient globally asynchronous, locally synchronous timing
architecture that can tolerate some (clock)skew among the
processor cores, while still offering sufficient global synchrony
to implement TDM.

Figure [2]illustrate the principle showing two processors con-
nected by an asynchronous ripple FIFO. The two processors
(source and a sink) operate using the same clock. If the FIFO
is initialized to be half full then the structure allows the two
processors to operate with some skew. At a first glance this is
like a conventional FIFO-based clock-domain crossing circuit.
However, the implementation is fundamentally different as
there are no explicit FIFOs in the design. The FIFO in Figure 2]
is a very coarse abstraction representing the entire network
of pipelined asynchronous routers and links, and it is the
self-timed ripple-behavior of these that provide time elasticity
equivalent to that of a FIFO.

The skew between source and sink may be unknown and
varying over time. The design rests on the following funda-
mental assumptions: (i) the FIFO must be initialized half full,
(2) the clock skew must be bounded, and (3) the network
of pipelined asynchronous routers and links must be able to
operate faster than the clocked source and sink. With these
assumptions, the flow control signals (empty on the read port
of the FIFO and full on the write port) can be ignored. This
scenario is identical to the STARI principle introduced in [[16].

To fully understand and analyze the operation of the Argo
NoC it can be modeled as a mesh of small ripple-FIFOs
connected by crossbar switches, where each crossbar switch
operate like a transition in a Petri net: collecting one token
from every input (place) and emitting one token to every
output (place). The interesting point is that from this local
synchronization among the ports in the individual routers, and
from the flow of tokens among routers, emerges sufficient
global synchrony to implement TDM. The details are beyond
the scope of this paper. The interested reader is referred to the
following papers for in-depth details [[17], [[18]]. Briefly, clock
skew has the effect of filling or draining a FIFO relative to
their initial states, and this results in a slowdown of the FIFOs.
For a sufficiently large clock skew the assumption that a FIFO
is capable of operating faster than the clock no longer holds.

In [18]] we show that a skew of several clock-cycles can easily
be absorbed.

A token in the FIFO, shown as a dot in Figure E], can be
understood as a container that may contain a word of a packet.
Whether it contains a flit/word is indicated by a valid-bit in
much the same way as a valid bit would be needed in clocked
design. Therefore, a token in the Argo NoC is equivalent to a
clock cycle in a clocked circuit.

V. WORST-CASE EXECUTION TIME ANALYSIS

To derive save upper bounds on the execution time of tasks,
the WCET, we need to analyze the program on a concrete
processor. In the T-CREST multicore processor we use as
processing core a processor called Patmos [19], which is
optimized to support WCET analysis. Patmos is supported
by the standard industrial WCET analysis tool aiT [20]
the research WCET analysis tool platin [21]. To provide
time-predictable access time of main memory accesses in a
multicore architecture, we use TDM for the main memory
arbitration. Furthermore, for providing end-to-end WCET we
need to determine the maximum latency of a message traveling
on the message passing NoC.

For both, the message passing NoC and the memory NoC,
we can derive the worst-case time for a single transaction as

Tirans = Twair + Trw + Tnoc

where T4, is the worst case waiting time for the TDM slot to
arrive, T,,, is the time for a read or write action at the source,
and Ty,c is the time spent to traverse the NoC. T,,,; depends
on the phasing of the request relative to the TDM schedule
and is a variable time, whereas 7T,,, and Ty,¢c are constant. The
worst case of T4 is when a request just missed its own slot
by a single clock cycle. For a TDM schedule with N slots,
a slot length of s clock cycles, and a clock period of f.; the
worst-case waiting time is gy = (N -5 — 1) -t
The worst-case memory access time is

Tinem = ((N'S_ 1) +S+LN0C) Lok

where N is the number of TDM slots, s the slot length
in clock cycles, Ly,c the pipeline latency, and 7. the clock
period.

The worst case end-to-end latency for sending a message
is the WCET of the software function implementing the
send primitive (setting up the DMA transfer), which can be
computed by the WCET analysis tool aiT, plus the time it
takes to transfer the message across the Argo NoC. The latter
is the time it takes the DMA controller to inject the necessary
sequence of packets into the network plus the time it takes a
packet to traverse the NoC

S

Tnsg = (N -5 — 1)+((["ﬂ —1)-N-5+35) +Lnoc) “Leik
chan

where N is the number of TDM slots, s the slot length in

clock cycles, Sy, is the size of the message (in bytes), Scian

is the number of bytes sent across the channel in one TDM



period, Ly,c is the number of clock cycles it takes to traverse
the NoC and 7. the clock period. Ly,c is the number of
tokens that the asynchronous network has been initialized. In
our implementation, each router is equivalent of three buffers,
initialized with two tokens. Therefore, Ly,c is two times the
number of hops.

For 9 cores an all-to-all schedule results in 9-(9—1) =72
channels. The static schedule to support those 72 channels is
N =10 slots long [22]]. Each of the 9 processor cores needs 8
out of the 10 slots to send a message to each other core. With
a default packet size of 3 words, each slot being s = 3 clock
cycles long resulting in a packet data load of S.,, = 8 bytes.
The resulting TDM period P is 30 clock cycles. During this
interval, each of the 72 channels can transmit 8 bytes.

VI. CONCLUSION

For real-time systems, we need time-predictable processors.
With the T-CREST architecture we present a multicore pro-
cessor that is optimized for the worst-case execution time.
All arbitrations of shared resources are implemented with
time-division multiplexing to provide static arbitration. Static
arbitration is easy to analyze for the worst case and avoids
interference between different processors or tasks.

By having a constant injection rate and drain rate in the
network-on-ship we can even apply time-division multiplexing
on an asynchronous implementation of that network, leading to
a time-predictable globally asynchronous, locally synchronous
processor.
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Source Access

The T-CREST project is open-source and the READMEP_-]
of the Patmos repository provides a brief introduction how
to setup Ubuntu for T-CREST and how to build T-CREST
from the source. More detailed installation instructions, in-
cluding setup on Mac OS X, are available in the Patmos
handbook [23]]. To simplify the exploration of T-CREST, we
also provide a VME] with all packages and tools preinstalled.
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