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ABSTRACT
Networks-on-chip are increasingly common in modern multicore
architectures. However, general-purpose networks-on-chip are not
always well suited for real-time applications that require bandwidth
and latency guarantees. Two approaches to provide real-time guar-
antees have emerged: time-division multiplexing, where traffic is
scheduled according to a precalculated static schedule, and network
calculus, a mathematical framework to reason about dynamically
scheduled networks. This paper compares the two approaches to
provide insight into their relative advantages and disadvantages. The
results show that time-division multiplexing leads to better worst-
case latencies, while network calculus supports higher bandwidths.
Furthermore, time-division multiplexing leads to a simpler hardware
implementation, while dynamically scheduled networks-on-chip al-
low the integration of best-effort traffic in the on-chip network in a
more natural way.

CCS Concepts
•Networks → Network on chip; Network performance model-
ing; •Computer systems organization→ Real-time systems;
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1. INTRODUCTION
Packet-switched networks-on-chip (NoCs) are becoming more

and more common in modern multicore architectures. They enable
a modular, tile-based design methodology and provide better scala-
bility than traditional bus-based interconnects. Consequently, chips
with dozens or hundreds of cores are now available commercially.

However, congestion can lead to excessive worst-case latencies in
NoCs. Congestion is problematic in hard real-time systems, where
the applications require that all deadlines are met. There are two
common approaches to avoid congestion in on-chip networks for
real-time systems: (1) static arbitration according to a predetermined
schedule and (2) dynamic arbitration with routers that buffer packets
and network interfaces that shape traffic to avoid buffers overflows.
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Both approaches rely on knowledge about the application’s commu-
nication requirements in terms of latency and bandwidth.

This paper aims at shedding some light onto the advantages and
disadvantages of these two approaches. We evaluate two concrete
instances of each approach with regard to the latencies and band-
widths they can guarantee. Furthermore, we discuss properties of
the two approaches that cannot be captured by these two simple
measures.

NoCs based on time-division multiplexing (TDM) [22, 9, 10,
14] are examples of the first approach. In a TDM NoC, traffic is
scheduled statically such that congestion in the network is avoided.
A packet is delayed at the source until its slot in the schedule;
afterwards, it travels through the NoC without being delayed by
flow control, buffering, or interference from other traffic.

Network calculus [5, 6, 19, 20] is a mathematical framework that
is used to bound buffering requirements and latencies in the second
approach. Traffic is modeled through arrival and departure curves,
which permit the computation of the maximum backlog and delay
in network routers. By limiting the rates of packets at the sources of
traffic, backlog and delay can be reduced and bounded.

TDM NoCs fit a bottom-up, constructive approach to time pre-
dictability: The predictability of a system emerges from the pre-
dictability of its building blocks. Each layer can rely on the pre-
dictable behavior of lower layers. A bottom-up approach can provide
tight guarantees by leveraging the predictable behavior of all layers,
but requires a time-predictable hardware platform.

In contrast, network calculus can also be used in a top-down,
analytical approach to time predictability: The system is analyzed
from the top down to establish guarantees on its behavior. Such
an approach is useful when lower layers cannot be changed, for
example when using commercial-off-the-shelf hardware platforms.

The research in our group is centered around time-predictable
computer architectures. In the T-CREST project, we followed a
bottom-up approach in the design of a time-predictable platform [24]
and used a TDM NoC for the on-chip communication. This paper
tries to answer the question whether our approach provides the
benefits we expect or whether a network calculus approach may be
a more promising direction for future research.

More generally, this paper aims at providing a better insight into
the advantages and disadvantages of a TDM-based approach and
a network calculus approach. In particular, the paper provides a
quantitative evaluation of a network calculus approach and a TDM
NoC by comparing two concrete platforms. We compare the worst-
case latencies and bandwidths that can be guaranteed by the two
approaches for a generic all-to-all communication graph and for
communication graphs used in network benchmarking. Furthermore,
we discuss benefits and drawbacks that are not captured by latency



and bandwidth numbers, but may influence the choice between the
two approaches nonetheless, for example hardware costs.

The paper is organized as follows. Section 2 presents the context
of this paper and highlights related work. Section 3 describes the
system model and details the assumptions made throughout the
paper. Section 4 compares latencies and bandwidths for a generic
all-to-all communication graph and for several application-specific
communication graphs. Section 5 discusses benefits and drawbacks
of the two approaches that cannot be captured by mere latency and
bandwidth numbers. Section 6 concludes the paper.

2. BACKGROUND AND RELATED WORK
This section presents the context of the work described in this

paper and presents related work. As the literature in the area of TDM
based NoCs and network calculus is too extensive to be described
comprehensively, we focus on the approaches that are of immediate
importance for our work.

2.1 TDM NoCs
The use of TDM in communication protocols for hard real-time

systems has long been advocated by Kopetz [18, 17]. While the
approach proposed by Kopetz had off-chip networks in mind, the
principle of using time to avoid dynamic traffic scheduling is also
realized in TDM NoCs.

In TDM NoCs, shared resources such as network links are allo-
cated to communication channels according to a predefined schedule.
Due to the predefined schedule, bandwidths and latencies of chan-
nels are guaranteed, which makes TDM NoCs attractive for hard
real-time applications. While TDM NoCs may waste bandwidth,
they can avoid buffering in the NoC and can thus be implemented
efficiently [25].

TDM NoCs require a common notion of time throughout the
whole system. In synchronous hardware designs, this common no-
tion of time can be established when the system is reset by resetting
the counters that keep track of the current TDM slot. However,
signal distribution issues make it difficult to design large systems
that are fully synchronous.

In mesochronous hardware designs, different parts of the system
operate at the same frequency but with unknown phase differences.
Such a timing organization can solve the signal distribution issues,
but leads to skew in the local notions of time. As both the clock
signal and the reset signal may be skewed, the local notions of
time can deviate by several cycles. The Argo NoC [14, 15] solves
this problem by combining mesochronous network interfaces with
asynchronous routers. The asynchronous routers compensate the
skew in the notions of time at the network interfaces, such that
a common notion of time is established without requiring a fully
synchronous hardware design.

Examples for TDM NoCs are Nostrum [22], Æthereal [9], and
aelite [10]. For the scope of this paper, we use the Argo NoC [14,
15] as reference TDM NoC. As pointed out above, Argo combines
TDM with an asynchronous hardware implementation of the routers.
Furthermore, communication in Argo is based in DMA transfers
rather than individual read/write transactions, which enables an
efficient hardware implementation of the network interfaces.

In a TDM NoC, the worst-case latency depends on the time
between the slots of a channel and the time to traverse the routers
and links. Let Tr be the length of the TDM schedule. For the simple
case of one slot per channel per TDM round, a packet has to wait
at most Tr−1 cycles until its slot arrives. If there is more than one
slot per channel in a TDM round, the worst-case latency depends
on the maximum distance between slots in the schedule. However,
Tr−1 is a conservative upper bound. The worst-case latency over n
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Figure 1: Arrival and Departure Curves

hops in a TDM NoC is given by

LTDM
max = Tr−1+(n−1)p+nd + lmax (1)

In this equation, n denotes the number of hops of a flow, lmax denotes
the maximum packet length including header data, and p and d
denote the time to traverse a router or link, respectively. The first
part of the equation, Tr− 1, models the time until a packet’s slot
arrives. The second part, (n−1)p, models the time to traverse the
routers. As there are no collisions, the time to traverse a router is
constant. The final part of the equation, nd + lmax, models the link
traversal times. As there are no collisions in a TDM NoC, packets
can be forwarded immediately, and the packet size has to be counted
only once.

2.2 Network Calculus
Network calculus is a set of mathematical rules that give insight

into the behavior of packet-switched networks. In particular, net-
work calculus is useful to reason about the delays that packets may
experience and to compute the maximum backlog in routers. Net-
work calculus was pioneered by Cruz [5, 6] and then later simplified
and extended by Le Boudec [19, 20].

Network calculus models traffic through arrival and departure
curves. An arrival curve models the traffic arriving at an incoming
port of a router; a departure curve models the traffic departing at
an outgoing port of a router. Network calculus provides results on
how curves can be combined and which guarantees can be given for
particular types of curves.

Figure 1 illustrates an arrival and a departure curve, with time
on the x-axis and the cumulative amount of data on the y-axis. In
this representation, the delay and backlog in a router can be found
easily. The delay packets may experience in a router is given by
the horizontal distance between the two curves and the backlog in a
router is given by their vertical distance.

While network calculus was originally applied to off-chip net-
works, it has also been applied to on-chip networks [2, 23, 29].
These works investigated the applicability of network calculus to
NoCs and assumed a rather generic NoC model. An apparent benefit
of network calculus is that it can be applied to NoCs that were not
designed with real-time communication in mind.

There are numerous variations of network calculus that are adapt-
ed and optimized for different types of networks. We base our
comparison on the variant that applies to the NoC of the Kalray
MPPA-256 processor [8, 7], which itself is based on the work by
Zhang [31]. We use this approach for the comparison for two
reasons. First, the approach models the NoC of a commercially
available platform, such that we can be sure that all of its assump-
tions are realistic. Second, the NoC of the MPPA-256 was designed
with network calculus in mind, such that network calculus is given
a chance to present itself in a favorable light.

In the approach presented by Dupont de Dinechin et al. for the
MPPA-256 [8, 7], data flows are characterized by two parameters,



ρ and σ. The parameter ρ represents the bandwidth of the flow
and is defined as the number of words Nmax that a flow may inject
into the network over a sliding time window of length Tw: ρ =
Nmax/Tw. The parameter ρ is therefore also referred to as injection
rate. In the MPPA-256, a rate control unit ensures that flows cannot
exceed their assigned injection rate. The parameter σ represents the
“burstiness” of the flow and can, for the MPPA-256, be computed as
σ = ρ(1−ρ)Tw.

The burstiness parameter models the fact that packets may be
spread out evenly over the time window or arrive in a burst. For
ρ = 0, the flow never sends data and cannot create bursts. For ρ = 1,
the flow constantly sends data, such that the traffic is necessarily
spread out evenly over the time window. For intermediate values,
flows can exhibit bursty behavior. The worst case is ρ = 0.5, where
packets could be spread out evenly by sending in every other slot,
or arrive in a single burst that occupies half of the time window.

The approach by Dupont de Dinechin et al. uses network calculus
to compute the maximum bandwidths the network can sustain. The
input to the approach is a set of flows with predetermined routes.
They then formulate a set of constraints on the injection rates ρ of
all flows and subsequently maximize the bandwidth according to
proportional fairness [16]. On the one hand, the constraints bound
the utilization of links. On the other hand, the constraints apply
constraints to limit the backlog and avoid buffer overflows in the
routers. If all constraints are met, the bound for the end-to-end delay
of packets is given by

LRC
max =

σ

ρ
+

(n−1)lmax

ρ
+n(d + lmax) (2)

As in Equation 1, n denotes the number of hops of a flow, lmax
denotes the maximum packet length including header data, and d
denotes the link traversal time.

The first part of Equation 2, σ/ρ, models the delay introduced
by the rate control. When substituting σ with its definition, σ/ρ

becomes (1− ρ)Tw. A flow that is assigned the full bandwidth
(ρ = 1) is never affected by the rate control, whereas a flow with
minimal bandwidth (ρ = 1/Tw) may have to wait for Tw−1 cycles
before the rate controller forwards a packet.

The second part of Equation 2, (n−1)lmax/ρ, models the delays
caused by intermediate routers. In every router, packets of the flow
in question have to traverse the router and may be delayed by packets
from other flows. As the available bandwidth may have to be shared,
flows with a lower bandwidth may experience more interference
and hence a longer delay.

The final part of Equation 2, n(d+ lmax), models the link traversal
times. In contrast to the formula for the TDM NoC, the packet length
is counted for every hop.

2.3 Response Time Analysis
Network calculus is not the only approach to reason about laten-

cies in dynamically scheduled NoCs. Response time analysis [13]
is the classic schedulability analysis for periodic and sporadic real-
time tasks. The work by Shi and Burns [26, 27] applies ideas from
response time analysis to NoCs. Similar to network calculus, re-
sponse time analysis evaluates the maximum interference of other
flows (originally tasks) to the flow (task) under investigation.

Network traffic is shaped by allowing only periodic or sporadic
insertion of packets into the NoC. An integral part of the approach
by Shi and Burns is that flows are assigned priorities. Packets are
scheduled on the links according to the priorities of the respective
flows, and higher-priority packets may preempt lower-priority pack-
ets. In contrast, the scheduling of packets on links in the NoC of the
MPPA-256 follows a non-preemptive round-robin policy.

PE

NI

R

Figure 2: A tile, comprising a processing element PE, a network
interface NI, and a router R.

Indrusiak [12] extends the approach by Shi and Burns and com-
bines response time analysis for tasks with a response time analysis
approach for NoC traffic. By doing so, he is able to provide end-to-
end schedulability tests for chains of tasks that communicate over a
NoC.

This paper limits itself to a comparison between TDM and net-
work calculus, and does not consider approaches that are based
on response time analysis. However, future work could extend
the comparison presented in this paper to such approaches. Ap-
proaches based on response time analysis could potentially provide
low latencies to high-priority flows, while still using the available
bandwidth efficiently. However, further work is necessary for a
sound comparison.

3. SYSTEM MODEL
Our system model comprises a set of processing elements that

are connected through an on-chip network. Processing elements
may contain one or more processors cores or hardware accelerators.
The on-chip network comprises network interfaces and routers.
The network interfaces translate between transactions issued by the
processing elements and network packets. The routers steer the
packets through the network according to the route encoded in the
packet (i.e., we assume source routing). A processing element, a
network interface, and a router are grouped into a tile, as shown in
Figure 2. To distinguish between the NoCs we assume for the two
approaches, we call the NoC for the TDM approach “TDM NoC”,
and the NoC for the network calculus approach “rate-controlled
NoC”.

With regard to the topology of the NoC, we consider a platform
with 16 tiles, arranged as a 4× 4 bitorus. Figure 3 illustrates the
NoC topology. The figure shows the logical topology; a hardware
layout would rearrange the tiles to shorten the maximum link length.

In the NoCs we assume, the minimum number of hops n in a
flow is three. A packet has to first traverse the local link from its
source processing element to the tile’s router, then the link to the
next router, and finally the local link from the destination tile’s
router into the processing element. The maximum number of hops
in a 4×4 bitorus is six (the two local links plus four links between
routers).

The routers have five input and output ports (north, south, east,
west, and local). Packets can be routed in parallel as long as they
are routed to different output ports. For example, a packet coming
from east and routed to west does not collide with a packet coming
from south and routed to north. The routers are non-blocking and
therefore have no flow control. The packet flow is regulated at the
source either by a static TDM schedule or by traffic shaping.



Figure 3: Topology of 4×4 bitorus NoC

We model the TDM NoC after the Argo NoC; we assume a router
with a three-stage pipeline and a crossbar to forward packets from
any input to any output. Within the router there is no buffering,
flow control, or dynamic arbitration. When a packet arrives at the
input port, it flows freely through the router in three cycles. The
static (global) TDM schedule ensures that there is no collision on
any output port.

For the rate-controlled NoC we assume a router with a three-stage
pipeline and input buffers that can store whole packets. Each of the
five output ports has four buffers associated to the input ports. The
arbitration between those four packet sources for each output port
is round robin. Except for this arbitration, there is no further flow
control. The arrival rate of packets needs to be restricted so that no
buffer overflow can occur. This router organization is similar to the
routers in the NoC of the Kalray MPPA-256.

The traffic generated by the processing elements is characterized
through flows (also called channels). Flows are unidirectional with
one source and one destination. We model push communication,
where the transmission of data is initiated by the source of the
data. This model fits both the Argo NoC and the Kalray MPPA-256
NoC. Pull communication, where the sink of the data initiates the
transmission of data, could be modeled by two separate flows, one
for the request and one for the data. However, we limit the scope of
this paper to push communication.

We assume that packets are routed along the shortest path. For
the TDM NoC, we allow that different packets take different paths
if there is more than one shortest path. For the rate-controlled
NoC, we assume that all packets of a flow take the same path. In
principle, it would be possible to split flows to allow packets to take
alternative paths in the rate-controlled NoC. On the one hand, this
could lead to higher bandwidths by using spare capacities along the
alternative paths. On the other hand, the alternative paths would
cause more interferences for other flows. Consequently, it is difficult
to predict when flow splitting would have an overall positive effect.
For simplicity, we follow the approach as described by Dupont de
Dinechin et al. and assume that all packets of a flow take the same
path.

We permit multiple packets of the same flow to be in flight at
the same time. However, shortest-path routing ensures that packets
always arrive in order. Neither the Argo NoC nor the NoC of
the Kalray MPPA-256 are restricted to shortest path routing, but
we make this assumption for simplicity. We do not assume flow
control or acknowledgment that a packet has been received at the
destination.

In accordance to the packet format of Argo, we assume that
packets contain 1 header word and 2 payload words, i.e., lmax = 3.
In the scope of this paper, all packets have the same length and
we always include the header word in bandwidth calculations. For

example, a flow that has one slot in a TDM schedule has a bandwidth
of lmax/Tr.

For the router traversal time p we assume 2 cycles, and for the
link traversal time d we assume 1 cycle. These values correspond
to the Argo NoC and may be different in the NoC of the Kalray
MPPA-256. To keep the comparison fair, we chose to assume the
same values for both approaches.

For the network calculus approach, we also require parameters Tw
and Qsize, which model the window size and the buffer sizes in the
routers, respectively. In accordance with the MPPA-256, we assume
that Qsize is 401 and that Tw may vary between 1 and 512. While Tw
may in principle be different for each flow, we assume that Tw is a
global value. The latter assumption is also made by the approach by
Dupont de Dinechin et al. [8, 7].

4. BANDWIDTH AND LATENCY
Bandwidth and latency are important parameters of a NoC. While

general-purpose NoCs typically emphasize bandwidth, real-time
systems require guarantees on the worst-case latency. This section
evaluates these two parameters for a TDM NoC and a network
calculus approach for different communication graphs.

4.1 All-to-All Communication
As a starting point for the comparison between a TDM NoC and

network calculus, we consider an all-to-all communication graph
where all flows have equal bandwidth. What is the maximum end-
to-end delay that packets may experience? What bandwidth can the
two approaches guarantee?

There are k× (k−1) flows in an all-to-all communication graph
with k nodes. For the 4×4 bitorus we consider for this comparison,
this computes to 240 flows. We require that each of these flows
sends one packet per TDM round Tr or time window Tw.

4.1.1 TDM Schedule
To generate TDM schedules, we use the meta-heuristic scheduler

by Sørensen et al. [28]. The scheduler takes as input a commu-
nication graph with bandwidth requirements. While the mapping
of the nodes of the communication graph to the target platform’s
processing elements is fixed, the scheduler decides the routes that
flows take between their source and their destination. The scheduler
always uses the shortest path for routing, but different packets of a
flow may take different paths if there is more than one shortest path.

For an all-to-all communication graph in a 4× 4 bitorus, the
scheduler quickly finds a solution with a schedule length of Tr =
19× lmax = 57 cycles. This is close to the optimal solution with
a schedule length of 18× lmax = 54 cycles [4]. As each flow may
send one packet per round in the generated schedule, the bandwidth
of each flow corresponds to 1

19 of the bandwidth of a single link.
In a 4× 4 bitorus, the minimum number of hops is three and

the maximum number of hops is six. For flows with the minimum
number of hops, n = 3, Equation 1 yields a worst-case latency
LTDM

max = 57− 1+ 2× 2+ 3× 1+ 3 = 66 cycles. For flows with
the maximum number of hops, n = 6, Equation 1 yields LTDM

max =
57− 1 + 5× 2 + 6× 1 + 3 = 75 cycles. This indicates that the
largest factor for the latency in a TDM NoC is the schedule length
Tr, whereas the number of hops has a minor impact. It is also an
indication that a TDM scheduled NoC may scale well to larger
structures.

4.1.2 Network Calculus
The network calculus approach by Dupont de Dinechin et al. [8,

7] takes as input flows with a fixed route. For this comparison,
we use the routes generated by the TDM scheduler. As in the



approach by Dupont de Dinechin et al., we formulate constraints
on the rates of the flows and then maximize the rates according to a
proportional fairness measure [16]. As weights for the flows we use
the bandwidths in the TDM schedule.

We formulate the constraints for the ILOG OPL constraint solv-
er [11]. As this constraint solver does not support floating-point
decision variables, we use the number of packets that a flow may
inject as decision variables. In addition to the rates, we let the
constraint solver also choose a suitable window size Tw.

For the all-to-all graph in a 4× 4 bitorus, the constraint solver
finds a solution where all flows may inject one packet within a time
window Tw of 15× lmax = 45 cycles. As each processing element
has to send to 15 other processing elements, a bandwidth of 1

15 per
flow for all flows is an optimal solution. The bandwidth permitted
by network calculus is 26% higher than the bandwidth of 1

19 in the
TDM schedule.

The minimum and maximum number of hops for a flow are
the same for the TDM schedule and the network calculus. For
flows with the minimum number of hops, n = 3, Equation 2 yields
LRC

max = 42+ 2× 3× 15+ 3× 4 = 144 cycles. For flows with the
maximum number of hops, n = 6, Equation 2 yields LRC

max = 42+
5×3×15+6×4 = 291 cycles. This indicates that the number of
hops has a large impact on the latency as calculated by network
calculus. Consequently, the usefulness of network calculus may be
limited for large NoCs.

4.1.3 Discussion
We make the following observations for all-to-all communication:

• Network calculus achieves a bandwidth that is 26% higher
than the bandwidth under TDM scheduling.

• TDM scheduling results in significantly lower latencies than
network calculus. The advantage of TDM grows as the num-
ber of hops increases.

These observations indicate that network calculus can provide bene-
fits if bandwidth is valued higher than worst-case latency. Further-
more, finding an application mapping that minimizes the number
of hops is of high importance for network calculus, but of lesser
importance in TDM NoCs.

4.2 Application-Specific Flows
As an all-to-all communication pattern is not necessarily real-

istic, we also use application-specific communication graphs for
our comparison. In particular, we use communication graphs ex-
tracted from the MCSL (multi-constraint system-level) NoC traffic
patterns [21]. These traffic patterns contain communication traces
from eight different benchmark applications and exhibit a range of
different communication patterns, such as one-to-many or many-to-
many communication. From the communication traces, we extract
communication graphs by calculating the maximum communication
rate between each pair of processing elements. Table 1 shows a brief
description of the benchmark applications along with the number of
flows in the extracted communication graphs.

4.2.1 TDM Schedule
When converting the extracted communication graphs to the XML

format understood by the TDM scheduler, the communication rates
are normalized such that the flow with the smallest rate sends one
packet per TDM period. In cases where the ratio between the largest
and the smallest rate is high, this would lead to overly long TDM
schedules. To overcome this issue, we compress the schedules
by increasing the smallest communication rates according to the

Benchmark Description Flows

FFT-1024_compl Fast Fourier transformation 226
Fpppp SPEC Fpppp 226
H264-1080_dec H.264 decoder, high resolution 44
H264-720p_dec H.264 decoder, low resolution 44
Robot Robot control 53
RS-32_28_8_dec Reed-Solomon decoder 85
RS-32_28_8_enc Reed-Solomon encoder 28
Sparse Sparse matrix solver 42

Table 1: Benchmark applications

Worst-Case Latency Bandwidth

Benchmark Tr min avg max min avg max

FFT-1024_compl 66 36 73.8 81 .0455 .0583 .2273
Fpppp 123 72 130.6 138 .0244 .0304 .1463
H264-1080_dec 93 69 98.7 108 .0323 .0543 .0645
H264-720p_dec 93 69 98.6 108 .0323 .0543 .0645
Robot 174 135 178.3 186 .0172 .0332 .0862
RS-32_28_8_dec 93 72 100.7 108 .0323 .0421 .0645
RS-32_28_8_enc 87 69 91.7 96 .0345 .0579 .0690
Sparse 30 27 36.7 45 .1000 .1333 .2000

Table 2: Results for TDM scheduling. Latencies are given in cycles,
bandwidths are given as fractions of the capacity of a single link.

method described by Sørensen et al. [28]. To generate the results
presented in this section, we compressed the schedules such that
the actual rates of flows with the highest communication rate are
degraded by no more than 5%. The schedules were then calculated
by running the scheduler with the GRASP meta-heuristic for 200
seconds.

Table 2 presents some key measures for the generated schedules.
The column labeled Tr shows the length of the TDM schedule in
cycles. The columns under the label “Worst-Case Latency” charac-
terize the worst-case latencies of the communication flows. The col-
umn “min” displays the worst-case latency of the flow with the min-
imum worst-case latency, while the column labeled “max” displays
the worst-case latency of the flow with the maximum worst-case
latency. The column “avg” shows the average worst-case latency
over all flows. Similarly, the columns under the label “Bandwidth”
characterize the bandwidths of the individual flows.

Worst-case latencies that are lower than Tr are due to several
packets of a flow being scheduled within one round. Consequently,
these flows do not have to wait the full Tr−1 cycles until their slot
arrives. In contrast, worst-case latencies that are longer than Tr are
due to the traversal time within the NoC, which is computed as
(n−1)p+nd + lmax.

4.2.2 Network Calculus
We use the routes generated by the TDM scheduler as input to the

network calculus approach. If packets of a flow may take different
routes, we use the route of the last packet of the flow. In addition to
the link capacity and buffer size constraints, we also use constraints
for the minimum flow rates ρ, such that each flow has at least the
bandwidth of the TDM schedule.

The TDM scheduler tries to minimize the schedule length and
thus implicitly optimizes for latency. In contrast, the approach
described by Dupont de Dinechin et al. [8, 7] aims at maximizing the
bandwidths. For this comparison, we evaluate the network calculus
approach with two different objective functions. On the one hand,



Worst-Case Latency Bandwidth

Benchmark Tw min avg max min avg max

FFT-1024_compl 57 74 226.8 357 .0526 .0708 .2632
Fpppp 120 151 273.1 735 .0250 .0707 .1500
H264-1080_dec 45 25 144.9 285 .0667 .2727 .9333
H264-720p_dec 45 25 145.6 285 .0667 .2621 .9333
Robot 138 67 182.5 561 .0217 .2112 .6522
RS-32_28_8_dec 45 30 176.0 285 .0667 .1325 .7333
RS-32_28_8_enc 42 37 129.7 222 .0714 .1582 .7143
Sparse 27 19 67.7 147 .1111 .2857 .8889

Table 3: Results for network calculus, optimizing average latency.
Latencies are given in cycles, bandwidths are given as fractions of
the capacity of a single link.

Worst-Case Latency Bandwidth

Benchmark Tw min avg max min avg max

FFT-1024_compl 228 192 381.2 519 .0526 .0708 .2895
Fpppp 120 135 293.8 735 .0250 .0705 .2000
H264-1080_dec 465 52 452.9 686 .0581 .2730 .9355
H264-720p_dec 372 46 389.7 635 .0484 .2652 .9354
Robot 486 193 464.1 975 .0185 .2073 .6420
RS-32_28_8_dec 93 42 218.9 338 .0645 .1332 .7419
RS-32_28_8_enc 126 65 201.7 300 .0714 .1624 .6905
Sparse 120 28 135.6 220 .1000 .2958 .9000

Table 4: Results for network calculus, optimizing bandwidths. La-
tencies are given in cycles, bandwidths are given as fractions of the
capacity of a single link.

we let the constraint solver minimize the average latency. On the
other hand, we let the constraint solver optimize the bandwidths
according to proportional fairness.

As the constraint solver is not always able to find the optimal
solution within a reasonable amount of time, we used an execution
time limit of 100 hours for 10 parallel worker threads. While it is
not guaranteed that the solutions are optimal, we are confident that
they are close enough to the optimum to allow for a meaningful
comparison.

Table 3 shows the results for network calculus when optimizing
the average latency, while Table 4 shows the results when maxi-
mizing the bandwidths. The latencies calculated by the network
calculus approach are not always integral; the minimum and maxi-
mum worst-case latencies in Tables 3 and 4 are rounded up to the
next cycle.

The window lengths Tw are lower than the TDM schedule lengths
Tr when optimizing for latency, but can be substantially longer
when optimizing only bandwidths. The average and maximum
worst-case latencies calculated by network calculus are higher than
for the TDM schedules. However, the worst-case latencies for the
flows with the smallest latencies can be lower than for the TDM
schedules. As enforced by the constraints, the bandwidths calculated
by the network calculus are no less than the bandwidth in the TDM
schedules.

When comparing Tables 3 and 4, we observe that the effect of
the objective function on the bandwidths if relatively minor. In con-
trast, latencies can be affected severely when optimizing bandwidth
without taking latencies into account.

4.2.3 Discussion
The results clearly show that TDM scheduling generally leads to

lower latencies. This is a result we expected because packets in a

TDM NoC are only delayed to wait for their slot, whereas packets
in a rate-controlled NoC may be delayed by the rate controller and
suffer from additional interferences along their route.

When comparing the results for TDM scheduling and network
calculus, an interesting phenomenon is that the network calculus
approach results in substantially higher bandwidths. However, this
is in part caused by the fact that the constraint solver is free to
maximize bandwidths by using spare link capacities. There are
fewer chances to find spare capacities for the benchmarks with a
high number of flows (FFT-1024_compl and Fpppp). Therefore, the
bandwidth advantage of network calculus is smaller for these two
benchmarks.

Even when optimizing for latency, Equation 2 entails that larger
bandwidths lead to smaller latencies for the network calculus ap-
proach. In contrast, the TDM scheduler only allocates the requested
bandwidth and does not make use of spare link capacities. Conse-
quently, the bandwidth figures in Table 2 are not directly comparable
with the bandwidth figures in Tables 3 and 4. A future extension of
the TDM scheduler could include such an optimization to make the
results more comparable. However, we do not expect such an opti-
mization to fully close the bandwidth gap between network calculus
and TDM scheduling.

A second interesting phenomenon is that for some flows network
calculus can guarantee lower latencies than the TDM scheduling.
We believe that this is (at least partly) due to the fact that the TDM
scheduler does not actively try to distribute the slots of flows with
more than one slot over the schedule. For example, the latency
of a flow with two slots could be almost halved by placing its
slots appropriately in the schedule. A future extension of the TDM
scheduler could make use of this observation to reduce latencies.

We are aware that the latency numbers computed by the net-
work calculus approach we evaluated include some pessimism. We
look forward to future research in this area to see in how far this
pessimism can be removed. Future work could revisit the work
presented in this section to follow the developments in the area of
both TDM scheduling and network calculus.

5. DISCUSSION
Not all advantages and disadvantages of TDM NoCs and a net-

work calculus approach can be captured by the latency and band-
width numbers presented in the previous section. This section dis-
cusses the respective benefits and drawbacks to provide a more
complete picture.

5.1 Hardware Costs
A thorough comparison of hardware costs between different NoCs

would have to take into account that all components of the NoC (i.e.,
network interfaces, routers, and links) consume hardware resources.
Unfortunately, published results are rarely sufficiently detailed to
deduce the costs of all these components. Furthermore, different
target technologies and optimization goals lead to results that are
not comparable. However, we can estimate the hardware costs for
the routers in a TDM NoC and a rate-controlled NoC.

The core functionality of routers in the two NoC approaches inves-
tigated in this paper is quite similar. Packets arrive at input ports and
are multiplexed to output ports according to a route that is encoded
in the packet. Therefore, we can expect this core functionality to
require a similar amount of hardware resources.

However, routers in a rate-controlled NoC require buffers, while
routers in a TDM NoC do not. While the available data in the
literature is insufficient to do a precise comparison, we can still
estimate the relative overhead inferred by the buffers. As buffers



are typically implemented with SRAM, we can relate the size of a
TDM router design to the size of an SRAM bit.

Routers in the Argo NoC occupy a cell area of around 8000 µm2

in 65 nm technology [14]. An SRAM bit in 65 nm technology
uses around 0.5 µm [1, 30]. Consequently, we can estimate that
around 16 kbit of buffers are equivalent to the area occupied by a
router without buffers. In other words, we can expect a router that
includes buffers for 500 32-bit words to occupy about twice the
area of a router without any buffers. For comparison, a router in the
NoC of the MPPA-256 contains 20 queues with 401 32-bit entries.
In 65 nm technology, the SRAM cells to implement these queues
would occupy about 16 times the area of a router in the Argo NoC.

This observation could be utilized in two ways. On the one hand,
one could reduce hardware costs by replacing a rate-controlled
NoC with a TDM NoC. On the other hand, one could increase the
bandwidth of a TDM NoC by making it wider or replicating the
NoC without exceeding the hardware costs of a rate-controlled NoC.
However, future work is necessary to gain a better understanding of
the trade-off between hardware costs and bandwidth when taking
into account the costs for all components of the NoC.

Furthermore, we observe that the constraints presented by Dupont
de Dinechin et al. [8, 7] relate the buffer sizes with the rate control
time window. The larger the time window, the bigger the buffers
have to be. Fine-grained rate control however requires a large time
window. Consequently, the required rate control granularity impacts
the required buffer sizes and the size of the hardware implementa-
tion.

5.2 Best-Effort and Mixed-Criticality Traffic
In a TDM NoC, all traffic is statically scheduled and flows through

the network without buffering or flow control. It is therefore not
straightforward to integrate best-effort traffic without substantial
changes to the network hardware.

The Æthereal [9] NoC, which combines TDM scheduling with
best effort traffic, has in fact separate TDM and best-effort routers
placed in parallel. Support for best-effort traffic is implemented
through buffers on the input ports of the routers together with link-
level flow control. When a best-effort packet arrives at a router, it is
stored in the input buffer. The best-effort packet is forwarded to the
next router when no TDM packet contends for the same output port
and there is room in the receiving buffer.

In a rate-controlled NoC without flow control, all flows need to
be rate-constrained to guarantee the absence of buffer overflows.
Therefore, best-effort flows cannot benefit from unused bandwidth
in such a NoC. In addition to buffers, best-effort traffic requires
flow control. However, we expect the hardware overhead for flow
control to be relatively low compared to the buffers. Consequently,
extending a rate-controlled NoC with flow control introduces little
hardware overhead.

Mixing best-effort traffic with traffic that requires hard latency and
bandwidth guarantees bears some similarity with mixed-criticality
models that distinguish high-criticality traffic and low-criticality
traffic. In such a model, high-criticality traffic takes priority over
low-criticality traffic. As priorities can be modeled in network
calculus [31], such a model of mixed criticality could be integrated
into network calculus.

Network calculus can also be applicable to mixed-criticality mod-
els where the criticality of a flow depends on the tightness of its
timing requirements. A variant of network calculus for such a model
of mixed criticality is presented by Boyer et al. [3]. While this
network calculus variant was developed for an off-chip network,
similar ideas could be applied to on-chip networks.

5.3 Possible Optimizations
Similar to the approach by Dupont de Dinechin et al. [8, 7] we

assume a single, global time window of length Tw for all flows.
However, in contrast to a TDM NoC where the TDM period is a
global property, there is no fundamental reason to have a single,
global window for traffic shaping.

As pointed out in Section 5.1, the window size impacts the re-
quired buffer sizes. Smaller windows lead to smaller buffer require-
ments in the routers, but imply a coarser rate control granularity.
One optimization point could be to have a different time window for
each tile and to adapt that window according to the flows that orig-
inate in the tile. The hardware of the Kalray MPPA-256 platform
would already support such an optimization.

A further possible optimization would be the use of different time
windows for different flows from the same node. However, this
would require several traffic shapers and a buffer to merge the indi-
vidual flows after traffic shaping. Therefore, such an optimization
would increase hardware costs.

The TDM scheduler we used in this paper tries to minimize the
TDM period for given bandwidth requirements. The bandwidths
are not actively changed during scheduling. If bandwidth is more
important than latency, we can envision a TDM scheduler that trades
longer TDM periods (and hence higher latencies) for higher band-
widths of some or all flows.

6. CONCLUSION
TDM and network calculus are two competing approaches to

provide latency and bandwidth guarantees for real-time systems in
NoCs. This paper compared these two approaches to gain a better
understanding of their respective advantages and disadvantages.

We evaluated latencies and bandwidths for a generic all-to-all
communication graph and several application-specific communi-
cation graphs. To compute concrete values, we assumed a TDM
NoC and a rate-controlled NoC that are both modeled after actual
NoC implementations. The results show that TDM provides better
latency guarantees, while network calculus results in higher band-
widths. We identified optimization potential in the TDM scheduling
approach we used and are looking forward to future research that
may reduce pessimism in the network calculus approach.

This paper also discussed properties of a TDM approach and a
network calculus approach that are not reflected in mere latency
and bandwidth numbers. On the one hand, TDM NoCs can be
implemented very efficiently in hardware. On the other hand, best-
effort traffic can be accommodated more easily in a rate-controlled
NoC. Future work will have to show whether the size advantage of a
TDM NoC can make up for the greater flexibility of a rate-controlled
NoC.
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