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Abstract—This paper compares two proposed alternatives to
conventional instruction caches: a scratchpad memory (SPM)
and a method cache. The comparison considers the true worst-
case execution time (WCET) and the estimated WCET bound of
programs using either an SPM or a method cache, using large
numbers of randomly generated programs. For these programs,
we find that a method cache is preferable to an SPM if the true
WCET is used, because it leads to execution times that are no
greater than those for SPM, and are often lower. However, we
also find that analytical pessimism is a significant problem for
a method cache. If WCET bounds are derived by analysis, the
WCET bounds for an instruction SPM are often lower than the
bounds for a method cache. This means that an SPM may be
preferable in practical systems.

I. INTRODUCTION

Recent trends towards time-predictable computer architec-
tures [1], [2], [3] have led to the parallel development of
two new types of local memory for storing instructions: a
scratchpad memory (SPM) and a method cache (M$). Local
instruction memory is nothing new, as instruction caches have
been in use for decades, but caches present problems for worst-
case execution time (WCET) analysis, which is necessary in a
time-predictable architecture to ensure that all tasks will meet
their deadlines.

While direct-mapped and least-recently used (LRU) set-
associative instruction caches are certainly amenable to WCET
analysis [4], [5], [6], some problems remain. For instance,
manufacturers often prefer cache designs that are not so easy
to analyze, such as those using pseudo least-recently used
(PLRU) replacement policies, which are a known source of
timing anomalies [7].

The n-way set-associative design allows an instruction with
a particular physical memory address to be stored in n possible
places within the cache [8]. The average-case execution time
(ACET) of a program is greatly improved by set-associative
LRU caches, as the set-associative design means that conflict
misses between different pieces of code are less likely [9].
Conflict misses occur when useful information is evicted from
the cache because it shares a cache line with other useful
information. Set-associative caches are not entirely free of this
effect, but it is much less likely to occur, and hence they are
widely used [8]. However, the LRU mechanism is expensive
in terms of hardware and energy, and so manufacturers often
prefer a PLRU mechanism. With PLRU the ACET of a
program is similar to true LRU. Unfortunately, WCET analysis

of such PLRU caches is not straightforward and may be highly
pessimistic [10].

This suggests that local instruction memory should be
implemented in a way that is simple in terms of hardware
(like PLRU), but can minimize ACET (like a set-associative
design) and is also amenable to safe and precise WCET
analysis. Two proposed alternatives are the scratchpad memory
(SPM) and the method cache (M$). Both may be used as
local memory, replacing a conventional direct-mapped or set-
associative cache [11], [12]. Both may be used in a preemptive
multitasking system [13], [14]. Both are amenable to WCET
analysis [15], [16].

However, which of the two is truly preferable? There is no
doubt that both can be implemented using simple hardware, as
both SPM-based [17] and M$-based [14] systems have been
implemented in FPGA hardware. We can also observe that
both are free of conflict misses because the memory contents
are not stored in cache lines. The question is therefore about
the WCET: which alternative leads to a lower WCET?

We carry out a comparison of the M$ and the SPM that
relies on synthetic programs expressed as call trees and a
simple, but realistic, hardware model. We determine that lower
true WCETs are achieved using an M$, but that lower WCET
bounds are achieved using an SPM, as a result of the sort of
WCET analysis that is necessary for M$. While an M$ may
have an advantage over an SPM in reality, this advantage is
not necessarily demonstrable by WCET analysis, and therefore
an SPM may be preferable in practical systems.

The comparison of the SPM and the M$ is performed in the
context of the T-CREST1 project. T-CREST aims at building
a time-predictable multicore system. T-CREST provides a
timing-compositional VLIW processor, called Patmos [18],
and a time-predictable memory controller [19]. A network-on-
chip provides message-passing capabilities [20] for the multi-
core system. For shared memory a memory tree network [21],
with precise timing guarantees, is provided. An adapted LLVM
compiler [22] supports all architectural features of Patmos.
This work shall help to decide on which local memory solution
shall be used in the Patmos processor. Both solutions, the SPM
and the M$, are already implemented. A configuration decides
which one (or both) is used.

1Time-predictable Multi-Core Architecture for Embedded Systems, see http:
//www.t-crest.org/

http://www.t-crest.org/
http://www.t-crest.org/


The paper is organized in 9 sections. Section II defines
the SPM and the M$ architecture; Section III describes the
program model to be used for the remainder of the paper, and
Sections IV show how this model applies to the SPM and the
M$ respectively. Section V describes experiments in which
the true WCET of programs using an SPM and using an M$
are compared. Section VI repeats an experiment using WCET
bounds determined by analysis. Section VII presents related
work and Section VIII concludes.

II. DEFINITIONS

In this paper, a scratchpad memory (SPM) is a local
memory where content replacement is under program control.
That is, the information within an SPM is only changed upon
the explicit direction of the program. The program specifies
exactly what information is to be copied into the SPM; the
programmer or compiler adds instructions to the program
to make this happen. Therefore, the exact state of the local
memory is known at all points throughout the program, and
WCET analysis can make use of this information.

In contrast, a cache is local memory where contents are not
precisely determined until execution. WCET analysis, which
is performed before execution, must make use of incomplete
or abstract information about the cache state [4]. Therefore,
it may be necessary to make pessimistic assumptions about
the cache state, for example if it is not certain if a particular
instruction is present.

A method cache (M$) is organized to cache full methods
(or functions) [12]. It was originally developed for a Java
processor [14]. Therefore, it is called method cache, but is
also applicable for functions and procedures.

A method may be loaded into the cache on a call instruction
or when returning from a method. On a call the called method
is checked whether it is in the cache. If it is a miss, the method
is loaded into the cache. On a return from a method the caller
is checked and on a miss loaded. The advantage is that all
other instructions are guaranteed hits and can be ignored by
the cache analysis. Only the call tree needs to be considered
to analyze cache hits and misses.

The basic organization of an M$ is a local memory that is
divided int blocks. A loaded method can span multiple blocks,
but the method needs to be loaded into contiguous blocks. This
organization allows two replacement policies: (1) first-in-first-
out (FIFO), which works like a ring buffer, and (2) a stack
oriented replacement where allocation of blocks follows the
same regime as the allocation of stack frames. However, the
stack oriented replacement leads to conflicts of methods at the
same hight in the call tree. This conflict results in continuous
replacement of methods when called in a loop.

For a block oriented M$, a tag entry is associated for each
block. The entry for the first block of the method contains the
tag entry (address of the method in the memory). The other
blocks are cleared on a method load. With a FIFO replacement,
this mechanism automatically removes the tag entry of a
method when the first block of a method is overwritten by
a newly loaded method.

Another variant of the M$ is to reduce the block size to
single instruction words and have a tag memory with one entry

per method. The dynamic instruction scratchpad (D-ISP) is
organized in this way [23], [24]. With this variant, the tag
memory also contains the length of the cached method. The
number of tag entries limits the number of methods that can
be in the cache at the same time.

The cache memory is better used, as there is only a single
area in the memory that might not be used due to fragmenta-
tion. On the block oriented M$, each loaded method has one
block that might have unused space due to fragmentation.

The implementation of the M$ in Patmos [25] uses the
organization with tag entries for individual methods and allo-
cation granularity of single instruction words. However, this
paper considers the original M$ organization in individual
blocks as the SPM is also organized with block granularity.

III. PROGRAM MODEL

The program model used in this paper is a call tree in
which each node represents a method with an associated size,
and each edge represents a call/return relationship between two
methods. There is a root method representing the entry point.

For instance, in a typical C program, we may have an entry
point named main() which calls printf(). This gives a call
tree with two nodes (main, printf), each labelled with a size,
and linked by an edge. The edge will be labelled with a call
frequency, which may be constant, or related in some way to
the program input. Edges are unordered; the call tree gives no
indication of the order in which a node’s children are called.

Methods are virtually inlined [4] so that the identity of
each method is dependent on its path to the root method. If
two methods foo() and bar() both call baz(), there will be
two copies of baz in the tree: one representing the foo-baz
path, the other representing the bar-baz path. However, the
two copies of baz will share the same space in local memory.

We use a call tree because it is the program representation
used for an M$ [12] and one of the representations that may
be used for an SPM [26].

While this program model might look simplistic and would
not be adequate for comparison with a standard instruction
cache, it fits for our comparison. The SPM and the M$
exchange local memory content with new content from the
main memory at method granularity. Therefore, we consider
modeling a program just as a collection of interconnected
methods as a valid abstraction for our comparison.

IV. EXECUTION MODELS AND WCET ANALYSES

This Section describes the execution models and the result-
ing WCET analyses for the SPM and the M$.

A. Execution Model for the SPM

A program (modeled as a call tree) can be mapped to an
SPM by grouping methods into sub-units named regions [15],
[26]. Each region needs to be small enough to be stored in the
SPM. Formally, regions are elements in a set partition of the
call tree [27]. The regions are disjoint subsets of the nodes in
the call tree. Each region has a size determined as the sum of
the sizes of the methods within it; the maximum size is the
SPM size k.



Partitioning is equivalent to deciding which edges should
represent region transitions. An edge is a region transition if
the call/return operation represented by that edge causes the
contents of the SPM to change. For instance, if main() calls
atoi(), but there is not enough SPM space for both main and
atoi, the main-atoi edge must be a region transition.

There are up to 2n possible partitions for a call tree
containing n edges, though some of these may violate the
maximum size constraint. The program would usually be
mapped to the SPM with the intention of minimizing either
the ACET or the WCET, the latter being more useful for a
time-predictable system.

Call tree partitioning can be performed by exhaustive
search, by hill climbing [15], by a branch-and-bound algo-
rithm [28], or by a polynomial-time optimal algorithm such
as ELA-1 [26]. ELA-1 is a k-partitioning algorithm for call
trees. It determines which call/return edges should be region
boundaries in order to minimize the total cost of copying
information from external memory to the SPM. The upper
bound k on the available SPM space is respected.

B. WCET Analysis for the SPM

WCET analysis can be performed on a call tree as soon as
the region transitions are known. The WCET of the program
may be accurately represented as an integer linear program
(ILP) based on the call tree [29]. In this ILP the execution
frequency of each edge is represented as a variable. The WCET
is the sum of the WCET of each method multiplied by the
execution frequency of its input edge, plus the costs of taking
that edge: zero for edges that are not region transitions, and
the loading cost otherwise. This is an accurate form of WCET
analysis, because there is no pessimism about the loading costs.
If the partitioned call tree requires a region transition, then the
loading cost is precisely accounted by the ILP. Therefore, the
WCET bound matches the true WCET.

As we are interested in the comparison of the cost for
the SPM versus the M$, we simplify the WCET analysis by
ignoring the WCET of the individual methods, i.e., they are
set to 0. The resulting WCET contains only method load cost
and will overemphasize the difference between an SPM and
an M$.

C. Execution Model for the M$

A program (modeled as a call tree) is mapped to the M$
dynamically during execution. The cache state is only updated
when the program calls a method, or when a method returns.
Each call (and return) triggers a search of the cache, usually
carried out in hardware, which determines if the target method
is present. If it is not, then a cache miss occurs, and the method
is loaded from external memory.

The allocation units of M$ are entire methods. Because
the size of method vary, these cannot be allocated to fixed-
size cache blocks, and are instead stored within a ring buffer,
so newly added methods overwrite older methods. There is
a separate index buffer that allows the cache to be searched
quickly for the location of a particular method. These memo-
ries are managed by a first-in first-out (FIFO) policy, in which
the order of eviction from cache is the same as the order of

addition to the cache. This is necessary in order to prevent
memory fragmentation. The M$ has been implemented as part
of the JOP CPU [14], as part of the SHAP CPU [30], as part
of Patmos [25], and independently by Metzlaff et al. [31]. The
M$ hardware is more complex than the SPM hardware, as
the search functionality is usually implemented in hardware.
However, for a resource constraint system this search could
also be implemented in software.

D. WCET Analysis for the M$

The WCET analysis included with JOP operates by gen-
erating an ILP model of the control flow graph (CFG) [16].
Cache load times (miss costs) are added as additional blocks
to invoke and return instructions.

The static M$ analysis is performed on the call tree. It
is static and scope based. Scopes are built bottom-up in the
call tree, i.e., from leaves towards the root. If the memory
consumption of the methods contained in a scope is less than
the M$ size than those methods are marked as single miss
methods. All other methods (further up in the call tree) are
marked as always miss. The scopes are increased to their
maximum size while still containing methods that fit into the
M$.

This single miss information is then used with loop infor-
mation to incorporate the M$ load cost into the overall WCET.
As an example assume a method m1 that contains a loop, which
invokes m2 and m3. All three methods need to fit into the cache
to mark them single miss. The single miss cost is accounted for
all three methods, even when methods m2 and m3 are invoked
multiple times. We know that they can miss at most once.

Due to the FIFO replacement a miss does not need to
happen on the first invocation, it can already be in the cache,
but later replaced and on a further iteration loaded for the
first time. The same can happen for the outer method m1: it
is already in the cache when m2 or m3 are invoked, but m1
could be evicted by an invocation of m2 or m3. In that case
m1 is loaded into the cache again on a return from m2 or m3.
Therefore, the only knowledge we have is that each method
is loaded at most once within this loop scope, but we don’t
know in which iteration.

This analysis may be pessimistic, particularly if all the
methods in the subtree are actually executed together. For in-
stance, some methods may be mutually exclusive, or executed
only once. However, comparison with exhaustive search, based
on model checking, has shown that this introduced pessimism
is in the range of 2% to 7% for small, but real-world, embedded
programs [16].

V. EXPERIMENTS

Our experiments make use of synthetic programs that are
generated at random. They consist of methods and call/return
edges. Each method has a size and may call one or more other
methods. Each call/return edge has a frequency, which may be
constant or an input-dependent variable.

On purpose we decided to not use common WCET bench-
marks, such as the well-established MRTC benchmark suit.2

2see http://www.mrtc.mdh.se/projects/wcet/benchmarks.html

http://www.mrtc.mdh.se/projects/wcet/benchmarks.html


m0 (1)

m1 (61)
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m4 (67)
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m2 (36)
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m3 (26)
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Fig. 1. An example of a generated program containing five methods (m0..m4).
Each method has a size (e.g. m1 has size 61). Each call/return edge has a
frequency: m0-m4 has frequency 3, so m4 is called 3 times in the worst case
by the root method m0.

First, these benchmarks are small (the active instruction mem-
ory footprint is the range of 1–3 KB for most benchmarks).
Second, the call tree is mostly small and shallow (many
benchmarks just call leave functions from main). Third, and
most important, with synthetic benchmarks we can generate
a very large amount of test cases – in this paper 100000 test
samples.

Figure 1 gives an example of a generated program. The
experiment software generates call trees containing between 5
and 20 methods; each number of methods is equally likely, and
the choice is made using a pseudorandom number generator.
A root method is generated, and then for each subsequent
method, a parent is chosen from amongst the existing methods.
The size of each method is chosen from 1 to 100 blocks with
the local memory size fixed at 100 blocks. The call count for
each method is generated from 1 to 10.

A. True WCET versus WCET Bound

A program has a true WCET: this is the actual worst-
case execution time that can ever occur for that program. In
some simple cases, such as single-path programs [32], this
true WCET is easily determined. In others, it is only feasible
to find an estimated bound on the true WCET, typically an
overestimation [33]. Overestimates may occur because of the
complexity of the hardware, which leads to pessimism in
the hardware model [7], and because of the complexity of
software, where behavior may not be perfectly represented by
loop bounds and other relationships within the WCET model.

It is important to distinguish between the true WCET and
the WCET bound, so we introduce the term TC to represent a
true WCET, and WB to represent a WCET bound. The WCET
bound of a program i executed with an SPM is WBspm

i , while
the true WCET is TCspm

i . We assume that WCET bounds are
safe, so TCspm

i ≤WBspm
i . The TC is of theoretical interest

when comparing SPM and M$, but the WB is of greater
practical value, because the TC cannot always be determined.
Note that WB is determined by the hardware and the WCET

tool capabilities. A smarter WCET tool can deliver a tighter
WB than a simpler (and maybe faster) WCET tool.

In the following sections we compare TCspm and TCmc

by ensuring that programs are sufficiently simple that the true
WCET can be determined.

B. Program Model Assumptions

We assume that there is no time or space overhead to
initiate a call or return, other than that introduced by copying
instructions from external memory. With realistic hardware
implementations, the copying process proceeds a block at
a time [17]. Each block copy moves a fixed amount of
information (usually a small power of two, e.g. 16 bytes) and
takes a constant length of time (e.g. 400 ns).

We assume that methods have zero WCET and the whole
cost of running the program is therefore the cost of loading
it from external memory. This assumption over emphasis the
cost difference between an SPM and an M$. A WCET value
that would include instruction cost as well would diminish the
difference. However, for a comparison of the SPM and the M$
we are interested in this isolated cost.

Furthermore, this isolation simplifies our experimental
setup. This setup allows us to treat the WCET as a copy count,
independent of any time unit, and method sizes as a number
of blocks, independent of any size unit.

Let TCspm
i be the WCET of a program i when executed

with an SPM, and let TCmc
i be the WCET of the same program

when executed with an M$. Figure 2 shows the difference
between TCspm and TCmc for 100000 synthesized programs.
For each program we computed the ratio

TCspm

TCmc (1)

C. Single-Path Programs

Single-path programs are a special case in which TC
and WB are easily determined, as the execution time of the
program is constant [32]. We synthesize single-path programs
by ensuring that all call/return edges have constant frequencies
(like Figure 1).

Having generated a program, we produce an SPM alloca-
tion that minimizes the cost of inter-region transitions. Because
the programs are small, this may be done using exhaustive
search, however, in order to save time, we use the optimal
ELA-1 algorithm described in [26]. In Figure 1, shading is
used to indicate region membership. In this example m0, m1,
and m3 are in one region, and m2 and m4 are placed in different
regions. Therefore, the edges m0-m4 and m1-m2 are region
transition edges. The path m1-m2 incurs a loading cost of 36
blocks on call, and a loading cost of 1+61+26 = 88 blocks
on return (the combined size of m0, m1, and m3).

We “execute” each program using a simulator. The sim-
ulator begins at the root method and “executes” its children
recursively. The children are “executed” in an arbitrary order,
with each being “executed” the number of times given by its
edge label.

The first simulation run uses a model of the SPM. The
number of copies from external memory is TCspm. The second
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Fig. 2. Histogram of the WCET ratio between SPM and M$ (Equation 2: TCspm/TCmc) for 100000 synthesized single-path programs. The leftmost column
represents all values from 1.00 to 1.05, the second 1.05 to 1.10, and so on. The “others” column represents all values greater than 2.0.

simulation run uses a model of the M$. The number of copies
from external memory is TCmc. For each program execution
we computed the ratio

TCspm

TCmc (2)

and plotted its value on the histogram shown in Figure 2.
Larger WCETs are of course undesirable, so our results here
show us that M$ is either preferable to (or the same as) SPM.
Though it is common for TCspm to be within a few percent of
TCmc, a significant number of programs have a substantially
larger TCspm.

We found that TCspm ≥ TCmc, i.e., there is no situation
in which SPM is preferable to M$, at least for the program
model considered in this paper. Consider Figure 1 once more:
m1, m2, and m3 cannot coexist in a single region, because it
would be too large. But because m1 repeatedly calls m2, and
then repeatedly calls m3, it is best if a region is first formed
containing m1 and m2, and then a second region is formed
containing m1 and m3. This is not possible with the SPM
program model, but it is possible with the M$.

D. Discussion

The single-path programs do not include any situation
where the M$ loads more information than the SPM. There-
fore, the M$ is preferable in this case. With the M$, region
boundaries change dynamically as the program is executed,
and this results in the same number of region transitions or
fewer in relation to the SPM. It is better to allow the region
assignment to adapt to the behavior of the program.

However, in general we see that for very many cases (45 %)
the M$ and the SPM behave almost identical. And for 99.5 %
of the test cases the difference is below a factor of 2. This
factor is the method load time only. When the WCET of the
individual methods is included, this factor will be reduced.

E. Multi-Path Programs

A multi-path program is one in which the execution path
depends on the input. Most programs are multi-path. Our
synthesized programs become multi-path if one or more edge
weights are variable rather than constant.

The value of a variable edge weight may have an impact
on TC, but if the number of possible combinations of values
is small, we can test all possible combinations in order to
determine TC.

Suppose that exactly one edge is picked from each syn-
thetic program, and its value n is taken as an upper bound
rather than a constant. The program is then “executed” with
SPM and with M$ whilst the value of that edge is assigned
each value x ∈ [0,n] inclusive. One value of x will maximize
the execution time in each case. This gives TCspm (for SPM)
and TCmc (for M$).

We executed the benchmarks with the variations on one
edge for all 100000 test programs. The histogram for multi-
path programs turns out to be indistinguishable from Figure
2, and therefore omitted from the paper. However, this is an
indication that the previous comparison generalizes for multi-
path programs.
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Fig. 3. Histogram of the value Histogram of the WCET bound ratio between SPM and M$ (Equation 4: WBspm/WBmc) for 100000 multi-path programs.
The first column contains all values from 0.10 to 0.15, the second 0.15 to 0.20, and so on up to 0.95 to 1.00.

F. Summary

Our experiments tell us that the true WCET TCspm of a
program executed with an SPM is greater than or equal to the
true WCET TCmc of the program executed with an M$, i.e.:

∀i.TCspm
i ≥ TCmc

i (3)

As an M$ is barely more complicated than an SPM, and as
it requires no special algorithm to partition the call tree at
compile time, it would seem that an M$ is preferable to an
SPM.

VI. THE PROBLEM OF WCET BOUNDS

Having determined that the true WCET of a program is
often improved by using an M$ instead of an SPM, we may
ask why it is worth considering an SPM at all. The problem is
that the true WCET, the TC, is only useful if it is known, and
in general, it is not. For most programs, we will only have
WB, the WCET bound. Unfortunately, Equation 3 does not
also apply to WB.

State-of-the-art WCET analysis for the M$ assigns a single
miss classification to edges that are within a subtree where all
methods fit in the cache (see Section IV-D). Other edges are
considered to be misses, because it is not possible to prove that
they are anything else. This is an unfortunate consequence of
the FIFO policy, which evicts elements from cache in the order
they were added, rather than the order that they were used. In
turn, the FIFO policy is necessary in order to avoid memory
fragmentation within the cache space.

Figure 3 shows the results of a comparison using WCET
bounds determined by analysis for the synthesized programs.

For each program we computed the ratio

WBspm

WBmc (4)

and as Figure 3 shows, the advantage of M$ that exists
in reality is now invisible, having been lost to analytical
pessimism. Pessimism is the difference WBmc − TCmc: the
degree of overestimation involved in WB. SPM WCET analysis
has no pessimism at all, i.e., WBspm = TCspm. But the M$
WCET analysis may involve pessimism for any program that
is larger than the local memory size.

Our further experiment tells us that while the true WCET
TCspm

i may be greater than TCmc
i for a program i, the WCET

bound WBspm
i is less than or equal to WBmc

i for the same
program, i.e.:

∀i.WBspm
i ≤WBmc

i (5)

Though an M$ does have an advantage as far as the true WCET
is concerned, this advantage is lost because of pessimism of
real WCET analysis.

The current comparison uses optimization for the SPM
allocation, but leaves the methods as they are for the M$. As
a compiler might inline methods those methods can become
too large for the M$ (and SPM). Therefore, the Patmos com-
piler [22] contains a so-called function splitter. In future work
we might adapt the function splitter to perform optimization
of the method inlining and splitting to optimize for the M$
structure. Furthermore, there is space for improvement of the
WCET analysis for the M$. A scope-based persistence analysis
for the method cache has been developed.3

3The paper “Scope-based Instruction Cache Analysis” is under submission.



VII. RELATED WORK

This paper builds on existing work on M$ and SPM
for use in time-predictable architectures [11], [12]. M$ and
SPM are both intended to solve the same problem, namely
finding an implementation of local memory that is simple
in terms of hardware, but is also effective in minimizing
average-case execution time (ACET) and worst-case execution
time (WCET). Both M$ and SPM are amenable to WCET
analysis [15], [16].

However, the two have not previously been brought to-
gether and compared against each other, though earlier com-
parisons between cache and SPM have been carried out [15],
[34], indicating that the average-case execution time with cache
and SPM are similar, assuming an effective allocation of SPM
space.

The comparison is particularly important because of the
growing interest in time-predictable memory architectures.
There are now several implementations of M$ [30], [31], [25],
[14], WCET analysis of caches is an important topic [33], and
research into SPM allocation algorithms and implementations
continues [13], [26].

Metzlaff and Ungerer compared the WCET bounds for
different instruction cache architectures [35]. They compare
the I-SPM (the method cache) with a static SPM and a
standard instruction cache. In contrast to our findings their
M$ outperforms the static SPM. Their M$ also outperforms a
standard instruction cache.

An average case comparison of the M$ against a standard,
direct mapped instruction cache has been performed in the
original M$ paper [12]. In that comparison the M$ can even
outperform an instruction cache in the average case when the
memory bandwidth is high and there is considerable latency
before a memory burst, as it is in current SDRAM memory
organizations.

Organizing the SPM content under program control implies
a more complicated programming model, which reminds us to
overlay techniques from the 80’s. However, the SPM can be
automatically partitioned [36], [37], [38]. A similar approach
for time-predictable caching is to lock cache blocks. The
control of the cache locking [39] and the allocation of data
in the scratchpad memory [40], [41], [42] can be optimized
for the WCET. A comparison between locked cache blocks
and a scratchpad memory with respect to the WCET can be
found in [15]. While former approaches rely on the compiler
to allocate the data or instructions in the scratchpad memory
an algorithm for runtime allocation is proposed in [43].

VIII. CONCLUSION

We compared two approaches to time-predictable local
memories for instructions: a scratchpad memory (SPM) and
a method cache (M$). Tests using large numbers of synthetic
programs have been used to study the differences in the true
WCET (TC) and the WCET bound (WB).

The tests indicate that lower WCETs may be achieved
using an M$. It is able to make good use of the local memory
because the usage of local memory is adjusted dynamically
as the program runs. Because an SPM is not able to take

advantage of this, and uses the local memory according to a
predetermined plan, it does not use the local memory as well.
The result is (often) a greater true WCET, i.e. TCspm

i ≥ TCmc
i

for a program i.

However, further tests indicate that an SPM appears to lead
to a lower WCET if WCET analysis is used. Because of the
nature of the FIFO replacement policy used by the M$, safe
WCET estimates are often pessimistic, and the result of this
pessimism is that the WCET bound is better (or no worse) for
an SPM than for an M$, i.e. WBspm

i ≤WBmc
i for a program

i.

We therefore conclude that an SPM may be preferable in
practical systems unless and until WCET analysis for the M$
can be improved. This could also involve some change to the
FIFO mechanism used by the M$. A hybrid architecture of an
SPM and a M$ may be worth considering as a way to achieve
the advantages of the M$ without losing the precise WCET
analysis that is also needed.
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